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Introduction

Wireless sensor networks (WSN) are effective tool for data acquisition and processing. Adaptive sampling is widely used in WSN [1] to provide energy–efficient data acquisition. Usually adaptive sensor sampling scheme supports some adaptive sampling algorithms. The algorithms modify sampling rate either controlling sampling frequency or letting sensors to skip sampling. Further energy savings in a WSN sensor node may be achieved by adding some digital signal processing (DSP) capabilities to the sensor node. That decreases the amount of transmitted data and saves energy because the primary source of energy consumption in the sensor node is the operation of the radio transceiver. The implementation of adaptive level–crossing (LC) sampling based DSP system is a solution for the energy–efficient data acquisition, and for the decrease of collected data. LC sampling method is chosen due to its built–in capability to adapt to the speed of signal changes instead of controlling sampling rate.

Recently several applications of non–conventional processing DSP systems [2–4] that are using non–uniform analog–to–digital converters (ADC) based on LC sampling are proposed. Unlike the uniform sampling method, LC sampling compares the signal with a set of reference levels and samples the time interval during the moments when the signal crosses predetermined reference level values. They are marked as level–crossing events. The subsequent quantization of the time interval between two consecutive level–crossing events is performed with a clock.

Adaptive level–crossing sampling

Usually LC sampling methods [6, 7] are used in non–adaptive way. They assume that a difference between two subsequent reference level values is fixed and reference levels are spaced equidistantly. Equidistantly spaced reference levels are not adapted to an input signal. This approach requires the high linearity source of reference levels, but simplifies calculations of sampled data. Different approach is an adaptive LC sampling that is using non–uniformly spaced reference levels as is shown in Fig.1. Reference levels \( r_l, r_2, \ldots \) are adapted to the input signal by taking into account the signal probability distribution function and the signal power spectral density. Time intervals are sampled during the moments when the input signal \( x(t) \) crosses the predetermined reference level values \( r_{l1}, r_{l2} \). They are marked as level–crossing events. The subsequent quantization of the time interval between two consecutive level–crossing events is performed with a clock.

Fig. 1. Adaptive level–crossing sampling

Existing implementations of non–adaptive LC sampling [8, 9] are using different numbers of reference levels. Limited number of reference levels requires their optimal usage. It is shown in [8] that non–uniformly spaced reference levels are more preferable for certain applications. We are expecting that the adaptation of reference levels to the input signal will result in decreased number of levels compare with the number of equidistantly spaced reference levels. Our assumption is that at least two level–crossing events on the signal slope are necessary to obtain fairly accurate reconstructed signal. Number and
spacing of reference levels can vary depending from type of the input signal. That requires the implementation of dedicated control of LC sampling and resources that are able to provide such control.

**Implementation**

Recent hardware implementations of LC sampling ADC are presented in [8, 9]. In [10] we offered to use a microprocessor as an ADC controller for LC sampling ADC. An example of such implementation is shown in Fig. 2. ADC controller with the microprocessor is programmable. It is easy to implement adaptive LC sampling by spacing reference level values accordingly to the input signal probability distribution function and by changing timer clock frequency to adjust to the required ADC resolution. ADC controller is testing the outputs of comparators CMP1, CMP2 and reloading digital–to–analog converters DAC1, DAC2. Unlike [9] DAC1 and DAC2 outputs may be non–linear. Depending from the type of signal ADC controller allows use of several subsets of reference levels that are adapted to the specific signal.

![Fig. 2. Adaptive LC sampling scheme implementation](image)

The performance of this architecture is limited by the value of the maximum loop delay $\delta_{\text{max}}$. It determines how fast the loop delivers output changes of CMP1 and CMP2 to the inputs of CMP1 and CMP2. $\delta_{\text{max}}$ is total of delays of ADC controller, DAC and CMP. For correct operation of non–adaptive sampling $\delta_{\text{max}}$ should satisfy condition:

$$\delta_{\text{max}} < 1/(2f_{\text{max}}N),$$  \hspace{1cm} (1)

where $N$ – the number of sampling levels; $f_{\text{max}}$ – the maximum input signal $x(t)$ frequency. At given $\delta_{\text{max}}$ increase of $N$ leads to the decrease of the bandwidth of the input signal $x(t)$ that can be sampled. To satisfy (1) a compromise between $N$ and $f_{\text{max}}$ should be find. In case of adaptive sampling $\delta_{\text{max}}$ should satisfy condition:

$$\delta_{\text{max}} < 1/(2f_{\text{max}}M),$$  \hspace{1cm} (2)

where $M$ is the calculated number of sampling levels for the smallest used quantization step. Because of $M > N$ frequency limitations for adaptive LC sampling are stronger.

As shown in [9] the ADC resolution based on no–adaptive LC sampling scheme is determined with effective number of bits (ENOB) that includes the hardware resolution $L$:

$$L = \log_2 N$$  \hspace{1cm} (3)

and the timer clock resolution.

The finite resolution of the timer clock introduces quantization noise in time. According to [6] the quantization noise depends on the input signal amplitude and the resolution ratio $R$:

$$R = f_{\text{timer}} / f_{\text{signal}},$$  \hspace{1cm} (4)

where $f_{\text{timer}}$ – a timer clock frequency; $f_{\text{signal}}$ – a signal frequency. For a sinusoidal signal the signal–to–noise ratio (SNR) is independent of the signal amplitude and proportional only to the resolution ratio

$$\text{SNR} = 20\log R - 11.2\, \text{dB}.$$  \hspace{1cm} (5)

This means that doubling of the timer clock frequency $f_{\text{timer}}$ results in an increase in SNR by one effective bit [6]. ADC resolution for adaptive LC sampling is defined similarly to ADC resolution for non–adaptive LC sampling.

The reconstruction of the sampled signal is using interpolation procedure and that can limit the maximal achievable resolution. In order to evaluate the impact of the interpolation procedure to the reconstruction of the sampled signal several LC sampling schemes are simulated with different number of reference levels $N$ using uniformly and non–uniformly spaced reference levels.

**Simulation**

Simulation of the non–adaptive and adaptive LC sampling that is shown in Fig.3 and in Fig. 4 is performed to evaluate the quality of the sampled signal after reconstruction and to estimate feasible values of reference levels $N$.

![Fig. 3. Non–adaptive LC sampling and reconstruction of signal Test1](image)

Two signals Test1 and Test2 were sampled using both methods of LC sampling. Afterwards LC sampling signals Test1 and Test2 were reconstructed using sampled data and MatLab cubic spline data interpolation function. The reconstructed signals were analyzed using the empirical mode decomposition (EMD) to evaluate the
quality of the signal LC sampling for both sampling methods.

Fig. 4. Adaptive LC sampling and reconstruction of signal Test2

The EMD is proposed by Huang et al. as a new signal decomposition method for nonlinear and non-stationary signals [11]. It is used as an alternative to traditional time–frequency analysis methods. The EMD decomposes a signal into a collection of oscillatory modes, called intrinsic mode functions (IMF), which represent fast to slow oscillations in the signal. We are using the EMD based routine rParabEmd [12] that performs the EMD accordingly to the paper [13]. Fig. 5 presents the EMD of the reconstructed signal Test2 that shows two decaying oscillations and some residue value.

Fig. 5. Empirical mode decomposition of reconstructed signal Test2 for $N = 9$

The correlation between the input signals and the reconstructed signals as well as the correlation between the EMD of input signals and the EMD of reconstructed signal is used to compare non–adaptive and adaptive LC sampling methods. The calculations of the signal correlation were performed using the expression (6) that represents a MatLab function:

$$R = \text{corcoef}(x, y), \quad (6)$$

where $R$ – correlation coefficients; $x$ – an input; $y$ – a reconstructed signal.

Table 1 and Table 2 show that correlation between input signals and reconstructed signals is depending from the number of sampling levels $N$ and the method of LC sampling. With increase of $N$ the differences of correlation between both LC sampling methods is decreasing. In Table 3 and Table 4 correlation between EMD of input signals and EMD of reconstructed signals show poor correlation for the non–adaptive LC sampling of the signal Test2. The signal Test2 presents an exponentially decaying signal. Table 1 shows that in the case of non–uniformly spaced reference levels good correlation between an input signal and a reconstructed signal is achievable at 9 reference levels. Comparison of Table 1 with Table 2 shows that quality of the EMD of reconstructed signals essentially depends from the number of levels and their spacing. Reconstructed signals that were sampled using the adaptive spacing of reference levels have better correlation at the small number of reference levels compared to signals that were sampled using uniformly spaced reference levels. It is necessary to notice that use of non–uniformly spaced reference levels requires the knowledge of the input signal properties.

Conclusions

Adaptive LC sampling ADC with the number of reference levels $N = 9 – 16$ are demonstrating high correlation between values of input signals and reconstructed signals. The EMD of reconstructed test signals confirms that using non–uniformly spaced reference levels the decomposition of reconstructed signals is improving essentially.

Limiting factors of the system are a complexity of the

<table>
<thead>
<tr>
<th>$N$</th>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.8392</td>
<td>0.9376</td>
</tr>
<tr>
<td>7</td>
<td>0.9716</td>
<td>0.9907</td>
</tr>
<tr>
<td>9</td>
<td>0.9975</td>
<td>0.9910</td>
</tr>
<tr>
<td>13</td>
<td>0.9997</td>
<td>0.9927</td>
</tr>
<tr>
<td>16</td>
<td>0.9998</td>
<td>0.9989</td>
</tr>
</tbody>
</table>

Table 2. Correlation between input signals and reconstructed signals for different $N$ with adaptive spacing

<table>
<thead>
<tr>
<th>$N$</th>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.9735</td>
<td>0.9974</td>
</tr>
<tr>
<td>7</td>
<td>0.9937</td>
<td>0.9988</td>
</tr>
<tr>
<td>9</td>
<td>0.9991</td>
<td>0.9992</td>
</tr>
<tr>
<td>13</td>
<td>0.9999</td>
<td>1.0000</td>
</tr>
<tr>
<td>16</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

Table 3. Correlation between EMD of input signals and EMD of reconstructed signals for different $N$ with non–adaptive spacing

<table>
<thead>
<tr>
<th>$N$</th>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.7543</td>
<td>0.4161*</td>
</tr>
<tr>
<td>7</td>
<td>0.8056</td>
<td>0.8567*</td>
</tr>
<tr>
<td>9</td>
<td>0.9957</td>
<td>0.8617*</td>
</tr>
<tr>
<td>13</td>
<td>0.9994</td>
<td>0.8478*</td>
</tr>
<tr>
<td>16</td>
<td>0.9995</td>
<td>0.9152</td>
</tr>
</tbody>
</table>

*correlation is for a part of the reconstructed signal

Table 4. Correlation between EMD of input signals and EMD of reconstructed signals for different $N$ with adaptive spacing

<table>
<thead>
<tr>
<th>$N$</th>
<th>Test 1</th>
<th>Test 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.9409</td>
<td>0.8351</td>
</tr>
<tr>
<td>7</td>
<td>0.9640</td>
<td>0.9026</td>
</tr>
<tr>
<td>9</td>
<td>0.9981</td>
<td>0.9996*</td>
</tr>
<tr>
<td>13</td>
<td>0.9999</td>
<td>0.9998</td>
</tr>
<tr>
<td>16</td>
<td>1.0000</td>
<td>0.9998</td>
</tr>
</tbody>
</table>
methods of the level–sampled signal reconstruction and of the decomposition of reconstructed signals.
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