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Introduction

Road accidents and traffic jams are two most important problems on the roads. Most road accidents happen because of human error and could be avoided if drivers would be informed about the accident ahead at least several seconds before. Traffic jams could be decreased if traffic management organizations could receive detailed information about vehicles and their destinations and advise the driver to take alternative routes.

The answer for the mentioned problems above is inter-vehicle communication – wireless access in vehicular environments (WAVE). Recently WAVE is attracting much attention from industry and academia. The base for WAVE is IEEE 802.11p standard draft, which together with IEEE 1609.1/2/3/4 describes inter-vehicle communication. IEEE 802.11p amendment is intended for highly mobile vehicular environments with fast moving nodes. Communication mode is also different from usual Wi-Fi. In 802.11p not just different radio channels are defined, but also there is time division into two time channel slots: control channel (CCH) and service channel (SCH). Synchronization of CCH and SCH is done using Global Positioning Systems (GPS) receiver’s universal time clock (UTC) signals.

Using inter-vehicle communication the car suffering from accident or the car passing the accident is sending warning messages. There are several communication scenarios and one of them is multi-hop communication, where information travels from accident place to the cars which will cross it. This information routing is called geounicast, because information is sent to the relevant cars using travel path and current coordinates from GPS.

The most important task for the emergency warning system is to deliver warning messages on time. There can be several warning message types, but sudden brake or crash in front warning messages have to be delivered soonest. To calculate the permissible delivery time we refer to the recommendation to drivers to keep the distance from the front car same as half of the cars speed, which brings time between vehicles positions equal to 1.8 s. That means that after the crash in 1.8 s the following car should stop. The average reaction time of the drivers to accidents on the road is 1.8 s. Warning messages should arrive to the destinations faster than 1.8 s (how much faster should be answered by doing investigation on driver reaction to emergency warnings in the car). This principle is used by analyzing simulation results.

In this paper we analyze the delay values of multi-hop link, based on legacy IEEE 802.11 and emerging IEEE 802.11p standard. The results, obtained from simulations in NCTUns 5.0 environment, show delay distributions of emergency messages, broadcasted in multi-hop manner.

Related Work

Multi-hop chain research is presented in [1] and is based on experiments with real cars using IEEE 802.11b technology. Different scenarios have been tested and results analyzed. Using 3 and 6 cars in the multi-hop chain is shown influence of hop count. Authors concludes, that multi-hop chain suites the needs of VANET. Though optimistic results, there are no hints to IEEE 802.11p, which differs from IEEE 802.11b. There were no background traffic generated, which influence the performance of network.

Packet delay in legacy IEEE 802.11 is analyzed in [2]. Two transmission scenarios are presented: single-hop and multi-hop. Theoretical curves are compared with simulated. Therefore, there are some differences from inter-vehicle communication. The received packets are acknowledged, which is not the case in WAVE, where information is broadcasted.

Information dissemination in the network should be considered by building up the WAVE communication scenarios. A unified approach for disseminating data about different types of events in a vehicle network is presented in [3]. This approach is not concentrating to a specific type of information, but it is unified approach based on encounter probability calculation, which gives a reason for simulated network described in this paper.

Two MAC methods have been evaluated according to their ability to meet real-time deadlines in [4]. IEEE 802.11p carrier sense multiple access (CSMA) was examined through simulation and conclusion was made, that CSMA is unsuitable for real-time data traffic. The
The communicating nodes in VANET are moving fast and they should be ready for transmission as soon as possible. The WAVE Basic Service Set (WBSS) provider first transmits WAVE Announcement action frames, for which the WBSS users listen. That frame contains all information necessary to join a WBSS. Unlike infrastructure and ad-hoc 802.11 BSS types, the WAVE users do not perform authentication and association procedures before participating in the WBSS. To join the WBSS, only configuring according to the WAVE Announcement action frame is required. In addition, a node in WAVE mode shall generate a Clear Channel Assessment (CCA) report in response to a CCA request to know the time-varying channel state precisely.

IEEE 802.11p

The upcoming IEEE 802.11p standard PHY has some differences of other IEEE 802.11a/b/g standards. As stated in [4], IEEE 802.11p will make use of the PHY supplement IEEE 802.11a and the MAC layer QoS amendment from IEEE 802.11e. WAVE PHY uses Orthogonal Frequency Division Multiplexing (OFDM). Radio frequency is similar to IEEE 802.11a and is allocated from 5.85 to 5.925 GHz into several 10 and 5 MHz channels. For USA communication channels are already defined and can be found in IEEE 802.11p standard and for Europe channel allocation is still in progress.

WAVE MAC is also specific and is described in IEEE 1609.4 standard. There is timing allocation of channels. Control Channel (CCH) is defined for emergency message transmission and for service advertisement and Service Channel (SCH) is responsible for all other information transmission. In the CCH time frame all stations should stop transmission and listen to this channel and receive/transmit emergency messages. During SCH channel time frame stations can use all other radio channels to transmit all types of information. Channels are divided into 50 ms frames. Time synchronization of channels is done using GPS universal time clock (UTC) signal. Emergency messages are sent by using WAVE Short Message Protocol (WSMP) described in IEEE 1609.3 standard.

Simulation Scenario and Initial Assumptions

Scenario of 5 lanes highway (Fig. 1) is used in this research. Following the idea of [4], vehicle velocity is different in different lanes, following velocities are used: 19.4 m/s (70 km/h), 25 m/s (90 km/h), 30.5 m/s (110 km/h), 36.1 m/s (130 km/h) and 41.6 m/s (150 km/h).

Simulation Scenario and Initial Assumptions

According to described conditions there are ~100 vehicles in one communication range and this number is reflected in the simulation.

Simulations were performed in NCTUs 5.0 network simulation tool [6] under Linux Fedora Core 9 OS. NCTUs was chosen for its advanced IEEE 802.11 model library and ability to integrate with any Linux networking tools.

With the simulations we intend to investigate the delays experienced by the multi-hop link in vehicle ad-hoc scenarios. All simulations are based on IEEE 802.11a PHY and MAC, however the inferences about 11p performance can be drawn as well, since the contention mechanism is the same. In our scenarios only one type (priority) emergency message transmission is simulated, no other non-critical data transmissions are used; therefore the behavior of IEEE 802.11a and IEEE 802.11p/IEEE 1609 is very similar. WSM transmission method is broadcasting, which does not require acknowledgements. WSMs in IEEE 802.11p/IEEE 1609 case may be transmitted in both CCH and SCH using legacy CSMA/CA. Thus, considering contention only between emergency messages, the results are valid both for legacy IEEE 802.11a and IEEE 802.11p/IEEE 1609.

The delays, introduced by CSMA/CA, theoretically can be evaluated by time expenditures calculation [7]. EDCA access mechanism is used for uncoordinated transmission [8]. In this case, time required to send the packet consists of actual packet transmission duration, inter-frame times and medium access delay:

\[ t_{exp} = t_{AIFS} + \text{rand}(CW) \cdot t_{slot} + t_{packet} \]  

where \( t_{exp} \) represents total time expenditures for one packet transmission, \( t_{AIFS} \) – time required for Distributed Inter Frame Space \( t_{AIFS} = 9 \cdot t_{slot} \) for IEEE 802.11e AC0, \( CW - \]
Contention Window, $t_{slot} –$ slot time ($t_{slot} = 9 \, \mu s$ for OFDM, IEEE 802.11a), $t_{packet} –$ time required for data and overhead transmission consisting of preamble, 30-byte MAC header transmission time – $t_{MAC}$ and 4-byte Frame Check Sequence – $t_{FCS}$:

$$t_{packet} = t_{FCS} + t_{MAC} + t_{MSDU} + t_{FCS}$$

Since no acknowledgement is required for broadcasting, no other expenditures take place.

Contention window defines the set of possible delays for back-off algorithm. Every collision in wireless channel results congestion window to double, shifting from minimum value of $CW_{min} = 15$ to maximum of $CW_{max} = 1023$ slots for AC0 access category.

IEEE 802.11a PHY was modified to support IEEE 802.11p PHY rates. In simulations we use the lowest possible - 3 Mbps PHY rate. Lowest modulation gives the best reliability and transmission range. Considering always changing radio environment on the roads due to unexpected obstacles (large vehicles, blocking the signal, rapid fading due to movement, etc.), the ability to use higher modulations is unpredictable and may lead to failure of transmission, thus the simulations are designed for worst-case radio transmission scenario. However, the presented results can be theoretically recalculated for any other PHY rate.

Emergency messages are simulated as 500 byte UDP packets. Following the idea of [4], packet length of 100 bytes is just long enough to distribute the position, direction and speed, but due to security overhead, the packets are likely longer. According to that, packet length of 500 bytes is chosen. Messages are routed through the network using IPv4. Since no movement is simulated whatsoever, we use static routes to make controllable transmission through hops. Because all simulations are generally done on IP network, the initial TTL value is modified to make hopping through large number (greater than 64) of hops possible.

All the transmissions in the simulated network use layer 2 broadcasting.

Theoretically, using PHY rate of 3 Mbps and 500 byte payload (plus 8 byte UDP header, 20 byte IPv4 header and 8 byte LLC to form single MSDU), according to formulas 1 and 2, time expenditures for single emergency message delivery can vary from 1,621 ms to 1,756 ms if no collisions effect contention window and wireless medium is always free to access. With more hops, the variation is higher.

**Single Emergency Message Transmission Simulation**

First scenario (Fig. 2) simulates single emergency message transmission through multi-hop chain. All nodes are located within radio transmission range and operating in the same radio channel, therefore they share the channel with equal rights. Since all the packets are being transmitted as broadcasts, they are received by all stations and not acknowledged. To control the “hopping” to one direction and to avoid broadcast storms, we filter packet forwarding and route them hop-by-hop.

![Fig. 2. Single emergency message transmission through multi-hop chain](image)

The delay was measured at every node and delay distributions are presented in Fig. 3. The mean delay for 100 hops reaches 189.3 ms, minimum and maximum values respectively 184.4 ms and 194.0 ms. The delay and delay fluctuations are relatively small due to low channel utilization. There is only one packet in the system at any given moment, therefore no contention takes place.

![Fig. 3. Delay rate distributions for different hop number](image)

However, this scenario is not realistic in VANETs and is presented to give understanding of transmission delays in perfectly controlled environment and to evaluate the minimal influence of MAC layer and physical transmission of signals. This scenario can be considered as a worst-case for reliability and a best-case for traffic load.

Another set of simulations demonstrates how channel utilization influences the delay spread.

There are many investigations on efficient message broadcasting, and for the simulations we take into account, that data dissemination with broadcasts can be controlled in the network [6 – 8].

Our presented simulations are broadcasting solution independent and may be used to evaluate solution influence on transmission delay over different number of hops. The concept of “background traffic” has to be understood as an overhead, created by broadcasting method. Network topology remains the same, but more traffic is introduced into network as background traffic along with emergency message stream. Background traffic is generated by neighboring nodes on the same radio channel and has the same characteristics as measured (emergency message) traffic.

One of the problems in emergency message transmission in VANETs is reliable and at the same time efficient and robust broadcasting. Inevitably it has to have significant overhead to ensure guaranteed reception. On
the other hand, the overhead has to be reduced in order not to over utilize the radio channel, which will eventually lead to reception failures or extreme reception delays. Guaranteed reception can be achieved by acknowledging, however the messages have to spread fast, therefore there is no time for seeking best route in node mesh or confirming the reception. Broadcast messages cannot be acknowledged, thus the reliability has to be ensured by repeated broadcasts and neighbor retransmissions. This way the channel can be easily flooded with broadcasts degrading network performance with excessive delays.

Fig. 4 shows delay distributions for different number of hops when light background traffic of 100 kbps has been applied. The delays are more spread and shifted, however the influence is relatively small due to low channel utilization: for 100 hops the mean delay increases by 12 ms and maximum delay – by nearly 30 ms. By increasing the background traffic further, delay distributions shift and spread more.

Fig. 5 shows delay distributions with 1 Mbps background traffic and Fig. 6 – with 2 Mbps background traffic. Those graphs do not include lost packets. With significant background traffic, the contention for transmission becomes harsh and collision probability increases causing packet loss. Since broadcast packets are never acknowledged, lost packets are not resent and hopping through node chain brakes. Fig. 7 shows the probability for packet to survive different number of hops.

The summary of results for 100 hops is presented in table 1. It is shown, that by increasing background traffic the mean delay is growing proportional, but standard deviation is increasing. This means, that with growing background traffic the delay can vary in wider time range.

<table>
<thead>
<tr>
<th>Back-</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>ground traffic, kbps</td>
<td>delay, s</td>
<td>delay, s</td>
<td>delay, s</td>
<td>deviation</td>
</tr>
<tr>
<td>0</td>
<td>0,189</td>
<td>0,184</td>
<td>0,194</td>
<td>0,00173</td>
</tr>
<tr>
<td>100</td>
<td>0,218</td>
<td>0,209</td>
<td>0,230</td>
<td>0,00383</td>
</tr>
<tr>
<td>1000</td>
<td>0,386</td>
<td>0,355</td>
<td>0,411</td>
<td>0,00839</td>
</tr>
<tr>
<td>2000</td>
<td>0,523</td>
<td>0,458</td>
<td>0,603</td>
<td>0,03083</td>
</tr>
</tbody>
</table>

Fig. 4. Delay rate distributions for different hop number with 100 kbps background traffic

Fig. 5. Delay rate distributions with 1 Mbps background traffic

Fig. 6. Delay rate distributions with 2 Mbps background traffic

Fig. 7. Packet survive probability for different hop number

Controlled Flood Scenario

One of the ways to improve reliability of multi-hop links is to make redundant paths to every node of the network. Flooding the network with broadcasts may seem the reliable way to ensure message reception for every network node. Since the transmit range is not always
known due to ever-changing environment, every node in the network has to retransmit (rebroadcast) emergency message assuming that it may be at the transmission range edge of the message initiator. For this scenario an algorithm, controlling the floods must be employed, otherwise packet loops will cause broadcast storms (similarly as in looped Ethernet) which eventually will lead to channel congestion. One of the ways to avoid loops could be GPS coordinate tracking and making sure, that broadcasts are being forwarded only in one direction (similar as in [5]). This can be tricky considering vehicle movement. Another simple way – logging retransmitted node IDs: all nodes, retransmitting broadcast packets, put their ID into the frame body; before resending received packet, node always searches this ID list; if own ID is found, the packet is dropped assuming it is in the transmission loop.

We implement this controlled flood scenario in NCTUns 5.0 using same nodes and traffic characteristics as defined in previous chapter. The network topology is depicted in Fig. 8.

Fig. 8. Controlled flood scenario

S₁ is the originator of emergency message, which is broadcasted through the network. Every other node broadcasts the same message again following basic rule: if source ID is lower than own ID, then message should be broadcasted. Otherwise – received packets have to be dropped.

This way the network is flooded with the message copies, but no broadcast loops appear. This scenario can be considered as a worst-case for traffic load and a best-case for reliability.

Delay distributions for 10 and 20 hops scenario are presented in Fig. 9 and Fig. 10. The delays were measured at every node.

Since the broadcasts from any node are received by all other nodes and retransmitted by all with the ID higher than source ID, increasing node (hop) number, the packet copies in the system grows exponentially. It can be seen (Fig. 9, Fig. 10), that 10 node scenario shows quite reasonable delays, reaching 500 ms for all 9 hops, however doubling node number in the scenario results in excessive delay increase, mean value reaching almost 4 seconds for 9 hops and 7 seconds for 19 hops.

Fig. 9. Delay rate distributions in 10-node controlled flooded scenario

Results Overview

Permissible delay for the first car line (closest to accident place), is less than 1.8 s. This time is the reference for result analysis.

There is just one packet in the multi-hop chain in single message transmission simulation scenario. In this scenario, even with a big background traffic (2 Mbps) the maximal delay is 0.6 s, which is in permissible range – less than 1.8 s.

Analyzing controlled flood scenario simulation results, delay up to 7 s is found. The results for 10 nodes chain (Fig. 9) can come up to 0.5 s and are satisfying the permissible delay. But for the 20 node chain (Fig. 10), the delay can come up to 7 s. Analyzing Fig.10 can be seen, that just communication path of 4 nodes satisfies the permissible delay. This means, that for the 20 nodes scenario the first car, following crashed car, should get the emergency warning maximum after 4 nodes in multi-hop chain. If the car after accident is in the second row, the permissible time grows up to 3.6 s. This means, that second car can get the emergency message from the chain of maximum 7 nodes.

Conclusions

The delay in IEEE 802.11 multi-hop transmission depends on following major components: physical signal transmission, which depends on PHY rate and distance; and contention, which depends on channel utilization. The problematic of emergency message transmission is two-
fold: transmission has to be reliable and transmission delays have to stay in strict limits.

Presented three sets of simulations show the emergency message delay dependency on hop count in channel utilization best-case, delay dependencies on different loads and reliability best-case.

Simulations show, that single message propagation is in permissible range even for 100 nodes. For controlled flood scenario node number increases delay exponentially. Therefore growing node number influences the delay time and the chain for emergency message transmission is getting smaller to satisfy the permissible delay results. Communication chain length is also dependent on the car position from the accident place.

Message broadcasting methodology has to be chosen carefully, taking into account the traffic overhead. We illustrate this problem with controlled flooding scenario.
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