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Introduction

Many real-world machine learning tasks are either regression or classification problems. In standard regression or classification models the inputs usually are represented as vectors. However, in some practical problems matrix or tensor-based inputs arises naturally (for example in image, video stream, multidimensional time series or textual data analysis, bioinformatics and other fields). In such cases, the vector-based representation does not consider an inner structure of the inputs, which can provide useful information. For example, if the inputs are images (i.e. m×n matrices), representing an input as m·n dimensional vector will delete an information about the structure of the origin al image. Moreover, the dimension of such vectors can be very high, and consequently large training set is required to efficiently estimate the parameters of the model. Computer experiments \cite{1,2,3} shows, that even when initial inputs are vectors, it can be useful to represent them as matrices (or higher order tensors) and apply matrix/tensor-based models. This approach can be especially useful in the case of small training sample \cite{1,3}, since matrix (or tensor) - based models usually have less parameters.

Recently, various machine learning techniques, involving matrix or tensor representation of the inputs received much attention in the literature (e.g. linear models \cite{1,9}, non-linear models \cite{2,3}, probabilistic techniques \cite{5}, tensor principal component analysis \cite{8}, tensor discriminant analysis \cite{6}, Tucker decomposition \cite{7}, and correlation tensor analysis \cite{4}).

In this article we propose a new linear model for matrix-based regression or classification and apply it to some standard benchmark data sets. The computer experiments reveals that in the case of small training sample the proposed linear model can be more efficient than the standard linear regression and Cai’s model \cite{1}.

The model

In this section we shortly describe a standard linear regression and introduce a new linear matrix-based model. Let $y=[y_1, y_2, ..., y_m]^T$ be a vector of the desired responses and $X=[x_1, x_2, ..., x_m]^T$ be an observation matrix (where $x_i=[1, x_{i1}, ..., x_{im}]^T \in R^{m+1}$, $y_i \in R$). In the standard linear regression we seek a m+1 dimensional vector $\alpha$, which minimizes the regularized euclidean norm

$$J = \|y - X\alpha\|^2 + \lambda \|\alpha\|^2,$$  \hspace{1cm} (1)

where $\lambda \geq 0$ a regularization constant.

Provided, that the inverse of $X^TX + \lambda I$ exist, the minimizer of (1) is defined by

$$\alpha = (X^TX + \lambda I)^{-1}X^Ty$$  \hspace{1cm} (2)

and the model is

$$y(x | \alpha) = x^T\alpha,$$  \hspace{1cm} (3)

where $x=[1, x_1, ..., x_n]^T \in R^{m+1}$ – an input vector, $I$ – an identity matrix. In \cite{1} proposed a linear matrix-based model:

$$y(X | \theta) = u^T X v + b,$$  \hspace{1cm} (4)

where $X$ – m×n-dimensional input matrix; $u$ – m-dimensional parameter vector; $v$ – n-dimensional parameter vector; $b$ – bias (by $\theta = \{u,v,b\}$ we denote all parameters of the model). When the inputs are matrices, \cite{2} model often is more efficient than standard linear regression \cite{1}, because it has significantly less parameters (if X is m×n matrix \cite{4} model has $m+n+1$ parameters, while standard linear regression \cite{3} has even $mn+1$) and exploits an inner structure of the input matrix. Smaller number of the parameters also is useful when the training set is small.

In \cite{2} we generalized \cite{4} model to the non-linear version using the multilayer perceptron (MLP) neural network framework:

$$y(X | \theta) = \sum_{i=1}^{c} \alpha_i \sigma(u_i^TX_i + b_i),$$  \hspace{1cm} (5)
where $X$ is an $m \times n$-dimensional input matrix; $r$ denotes the number of neurons; $\theta = \{ \theta_i, \theta_{ij}, \theta_{ijr} \}$ denotes all parameters of the model; $\sigma$ – a non-linear activation function (for example, hyperbolic tangent $\sigma_{th}(t) = \frac{e^t - e^{-t}}{e^t + e^{-t}}$ or logistic sigmoid $\sigma_{ls}(t) = \frac{1}{1 + e^{-t}}$ functions).

In this article we will investigate a linear variant of the (5) model:

$$y_{MNNL}(X | \theta) = \sum_{i=1}^{r} \theta_i X_i + b,$$

(6)

where $\theta = \{ \theta_i, \theta_{ij}, \theta_{ijr} \}$ (all parameters of the model). We will call model (6) matrix-based neural network with linear nodes.

Denote the training set of $M$ observations by $T = \{ X_i, y_i \}_{i=1}^{M}$ where $X_i$ - $m \times n$ matrices (inputs), $y_i$ - scalars (outputs). When $r < \frac{mn}{m+n}$ model (6) still have less parameters than standard linear regression and possibly can be used more efficiently than (3) when the training set is small. In our opinion (6) model can be more efficient than (3) when the training set is too small to efficiently estimate the parameters of full linear regression, but sufficiently large to use more complex than (4) model, since (6) model provides more freedom than (4). (6) can be considered as an intermediate model between models (4) and (3) (full linear model).

In the following we will derive an algorithm for minimizing the regularized sum squared error (RSSE), defined by:

$$E = \sum_{i,j \in I} (y_{MNNL}(X | \theta) - y)^2 + \lambda (\theta^2 + \sum_{i=1}^{r} \theta_i^2 + \sum_{j=1}^{n} \theta_{ij}^2),$$

(7)

where $\lambda \geq 0$ - a regularization constant, fixed by the user.

Note, that (6) model is not equivalent to (4). Because the (6) model is linear we do not need a gradient-based methods for parameter optimization, since we can easily compute the derivatives of (7) and solve them. However, each optimal parameter depend on other parameters of the model (6). Therefore an iterative procedure must be applied. Define

$$a_{k,i} = \sum_{j=1}^{n} \theta_{ij} X_j.$$

(8)

By setting derivatives of (7) with respect to each parameter $\theta_i$, $\theta_{ij}$ and $b$ to zero we derive the following iterative algorithm for training the model (6):

**Algorithm 1**

1. Fix the number of neurons of the model (6) $1 \leq r < \frac{mn}{m+n}$, arbitrarily chose initial parameters $u_t \in R^m$, $v_t \in R^n$ and $b \in R$, $k=1,2,\ldots,r$, desired learning error $\varepsilon \geq 0$, regularization constant $\lambda \geq 0$, set an iteration number $t = 0$ and fix maximal iteration number $T$.

2. For each k-th regressor calculate new parameters:

$$u_k = (\sum_{j=1}^{M} X_j^{T} X_j + \lambda I)^{-1} \sum_{j=1}^{M} (y_j - a_{k,j}) X_j,$$

(9)

$$v_k = (\sum_{j=1}^{M} X_j^{T} u_k X_j + \lambda I)^{-1} \sum_{j=1}^{M} (y_j - a_{k,j}) X_j^{T} u_k,$$

(10)

$$b = \frac{1}{M+\lambda} \sum_{j=1}^{M} y_j - \sum_{k=1}^{r} u_k^{T} X_j v_k,$$

(11)

where $M$ – size of the training sample; $I$ – an identity matrix; the coefficients $a_{k,i}$ – defined by (8).


4. Repeat step 2.) until RSSE $\leq \varepsilon$ or iteration number $t > T$.

Similarly as in [1] we can prove the convergence of the **Algorithm 1**.

**PROPOSITION.** For any $\lambda \geq 0$, the sequence of RSSE values, defined by the **Algorithm 1** converges.

**Proof.** At every step of Algorithm 1 we solve a standard regularized least squares problem, thus the value of (7) function non-increases. Obviously, (7) is bounded by 0. Since any monotonous and bounded sequence converges, the result follows.

Define an inner product between two matrices $A$ and $B$ as

$$< A, B > = \sum_{i,j} A_{ij} B_{ij}.$$

(12)

The following proposition shows how accurately any linear model can be approximated by (6) model.

**PROPOSITION.** Let $X \in R^{m \times n}$. Then for any matrix $W \in R^{m \times n}$

$$\min_{\theta} < X, W > - y_{MNNL}(X | \theta) \leq \| X \| \sum_{i=1}^{n} \sigma_i^2,$$

(13)

where $\sigma_i$ – i-th singular value of $W$.

**Proof.** Without loss of generality we assume, that $\min(m,n) = n$. Let $W = U \Sigma V^T$ – a singular value decomposition of the matrix $W$, where $U = [u_1,\ldots,u_n]$, $V = [v_1,\ldots,v_n]$, and $\Sigma$ – diagonal matrix with singular values $\sigma_i$ in the diagonal. By well known Eckart-Young theorem best rank-r approximation of the matrix $W$ satisfies

$$\min_{R \geq 0, \| W \| = r } \| W - \hat{W} \| = \sum_{i=r+1}^{n} \sigma_i^2,$$

(14)

and minimum is achieved at $\hat{W} = \sum_{i=1}^{r} \sigma_i u_i v_i^T$. On the other side, we can write model (6) as
\[ y_{MNLL}\lambda}(X | \theta) = \sum_{i=1}^{\lambda} \sigma_i u_i^T X v_i = \langle X, \hat{W} \rangle. \]  \hspace{1cm} (15)

Thus, (6) is a linear model with special weights \( \hat{W} \). Therefore by (14) left side of (13) is equal to

\[ |\langle X, \hat{W} \rangle - \langle X, \hat{W} \rangle| \leq \|X\| \sum_{i=r+1}^{\kappa} \sigma_i^2. \]  \hspace{1cm} (16)

### Computer experiments

In this section we will empirically compare the proposed model (6) with (4) model and full linear regression model (3). In the computer experiments we will use the standard benchmark data sets from UCI machine learning repository. All data sets used in our experiments are binary classification problems. To demonstrate the effects of the matrix-based models we will consider small training sets. For convenience, the size of the training set is equal to the dimensionality of the input vector. The training data (inputs) was standardized by subtracting the mean and dividing by the standard deviation. In the cases of (4) or (6) matrix-based models, the input vectors were transformed into the matrices (Matrix column of Table 1). The measure of performance of the model is the correct classification probability over the testing set. In each experiment the training set of fixed size was selected randomly, all experiments were performed 100 times, and averaged results presented in the Table 1. To test the statistical significance of the results the signed rank test for zero median between the differences of the performances of the models was applied (see Table 2). The models (4) and (6) were trained according to the Algorithm 1 for \( T=10 \) iterations. The regularization constant \( \lambda=0.01 \) was fixed for all data sets and all models.

### Table 1. Correct classification probabilities over the testing set.  
\( r=1 \) – (4) (Cai’s) model, \( r=2 \) – (6) model, Full – full linear model (3), \( \text{Dim} \) – dimensionality of the input vectors and \( \text{Matrix} \) – size of input matrices for (4) and (6) models

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( r=1 )</th>
<th>( r=2 )</th>
<th>Full</th>
<th>Dim</th>
<th>Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionosphere</td>
<td>0.77</td>
<td>0.79</td>
<td>0.75</td>
<td>33</td>
<td>11x3</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>0.90</td>
<td>0.88</td>
<td>0.90</td>
<td>10</td>
<td>5x2</td>
</tr>
<tr>
<td>Sonar</td>
<td>0.67</td>
<td>0.71</td>
<td>0.58</td>
<td>60</td>
<td>10x6</td>
</tr>
<tr>
<td>Specf</td>
<td>0.70</td>
<td>0.72</td>
<td>0.56</td>
<td>44</td>
<td>11x4</td>
</tr>
<tr>
<td>Australian</td>
<td>0.73</td>
<td>0.70</td>
<td>0.65</td>
<td>14</td>
<td>7x2</td>
</tr>
<tr>
<td>Musk</td>
<td>0.73</td>
<td>0.71</td>
<td>0.67</td>
<td>166</td>
<td>83x2</td>
</tr>
<tr>
<td>German</td>
<td>0.60</td>
<td>0.58</td>
<td>0.55</td>
<td>24</td>
<td>6x4</td>
</tr>
</tbody>
</table>

The results of the Table 1 are statistically significant with p-values in the Table 2 (small p-values indicate statistical significance).

### Table 2. P-values of the signed rank test for zero median between the differences of the performances of the models

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( r=1/r=2 )</th>
<th>( r=1/\text{Full} )</th>
<th>( r=2/\text{Full} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ionosphere</td>
<td>0.01</td>
<td>( \sim 10^{-4} )</td>
<td>( \sim 10^{-9} )</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>0.04</td>
<td>0.11</td>
<td>0.71</td>
</tr>
<tr>
<td>Sonar</td>
<td>( \sim 10^{-17} )</td>
<td>( \sim 10^{-17} )</td>
<td>( \sim 10^{-17} )</td>
</tr>
<tr>
<td>Specf</td>
<td>0.01</td>
<td>( \sim 10^{-18} )</td>
<td>( \sim 10^{-18} )</td>
</tr>
<tr>
<td>Australian</td>
<td>0.006</td>
<td>( \sim 10^{-9} )</td>
<td>( \sim 10^{-9} )</td>
</tr>
<tr>
<td>Musk</td>
<td>( \sim 10^{-5} )</td>
<td>( \sim 10^{-9} )</td>
<td>( \sim 10^{-16} )</td>
</tr>
<tr>
<td>German</td>
<td>( \sim 10^{-9} )</td>
<td>( \sim 10^{-9} )</td>
<td>( \sim 10^{-9} )</td>
</tr>
</tbody>
</table>

**Conclusions**

According to the experimental results we can conclude, that in the case of small training sample, (6) model can be more efficient than (4) or full linear model. In most cases matrix-based models (\( r=1 \) and \( r=2 \) columns of Table 1) outperformed full linear model. In our opinion, this is because (4) or (6) models have less parameters than (3) and with the same amount of training data they are estimated more efficiently. Moreover, since the (6) is a linear model with structured parameters, it can be interpreted as a form of additional regularization. From the perspective of Vapnik-Chervonenkis (VC) theory [10], one can check, that the VC dimension of full linear model with \( m \times n \) variables is equal to \( h_{\text{linear}}=m+n+1 \), while that of model (6) with order \( r \) is equal to \( h_{\text{MNNL}}=r \cdot \text{max}(m,n)+1 \). It is well known [10] that for any binary-valued decision function set \( S \) the following inequality holds with probability \( 1-\eta \)

\[ E_{\text{test}} \leq E_{\text{training}} + \sqrt{\frac{h(1 + \log \frac{2N}{h}) - \log \eta}{4N}}, \]  \hspace{1cm} (17)

where \( h \) is Vapnik-Chervonenkis (VC) dimension [10] of \( S \), \( N \) is the size of training set, and \( E_{\text{test}} \) and \( E_{\text{training}} \) are respectively testing and training errors. Thus, the confidence term in (17) of (6) model does not exceed that of the full linear model.

Table 2 shows that most of the results (except the breast cancer case) are statistically significant.

The proposed model can be easily extended to the higher order tensor case. An interesting questions, left to the future work, is an efficient estimation of the optimal model order \( r \) and the size of the input matrix or tensor.
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