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Introduction

In this article we propose an exact analysis of a queuing system with threshold control and a reserved transmission channel. Our main goal in this paper is to develop an efficient method for computing the steady state probabilities of a queuing system with threshold control, which will allow computation of system performance measures. Two types of the queuing system with a reliable and unreliable main transmission channel are analyzed. Analysis of the systems is based on Markov birth and death processes. Our proposed analytical models are used for analysis of processes in a queuing system which uses main and reserved channels and serves data packets arriving in Poisson flows. We proposed the buffer threshold control method to improve the data packet delay parameter. Much research efforts has been and remains devoted to improving the performance measures of data packet transmission networks [1]. A queuing system with batch Markovian arrival processes and several operation modes, which are controlled by means of threshold strategy, is investigated by Kim C.S. [2]. Asymptotic optimality of a threshold policy is applied for dynamic scheduling of a queuing system with two parallel servers in [4]. A dynamic control policy of threshold queuing and Markov chain analysis is employed in [5] by Larsen R.L.

Most research to date has focused on supporting quality of service (QoS) within a single network node, and analysis of such a queuing data network node is currently an active area of research.

Analytical model of an $M/M/2(N)K$ system with threshold control.

We will investigate a queuing system with finite buffer $K$ capacity and threshold control at the level $N<K$. First we present the analytical model of the Markov birth-death system when the main transmission channel is without failures. Data packet length $l_p$ is exponentially distributed and packets arrive to the system in accordance with a Poisson process. Data packet buffer capacity $K=4$, and threshold control level $N=2$. Main transmission and reserve channel data packet transmission intensities are respectively equal to $\mu_1$, $\mu_2$, main channel failure rate is $\gamma$, mean time between failures is exponentially distributed, main channel repair intensity $r$, and repair time is exponentially distributed. The structure of such a system is shown in Fig. 1.

![Fig. 1. The structure of queuing system $M/M/2(N)K$](image)

Data packets are transmitted only via the main transmission channel until the buffer achieves threshold level $N$. The reserve channel is used in two cases: when the number of packets in the buffer is equal to the threshold $N$, and when the main channel has failed. When the main channel has failed all arriving packets are served by the reserve channel without considering the number of data packets placed in the buffer. A birth–death Markov model of such a system when the main channel is without failures is shown in Fig. 2.

Each system steady state is described by the vector of three parameters $XYZ$. Main channel state parameter $X=0$ when the main channel is free, and $X=1$ when the channel is busy. Reserve channel state parameter $Y=0$ when the reserve channel is free, and $Y=1$ when the channel is occupied. System buffer state parameter $Z$ indicates the
number of data packets placed in the buffer and may vary from 0 to full buffer capacity $K$.

Data packet transmission intensity for each channel is given by $\mu_1 = C_1 \bar{I}_p$; $\mu_2 = C_2 \bar{I}_p$, where $C_1$, $C_2$ is the transmission bit rate of each channel, $\bar{I}_p$ is the mean value of data packet length in bits. Let $\mu_1 + \mu_2 = \mu$.

In this case, using the global balance concept, we can easily write down the following equations:

$$\begin{align*}
\lambda P_{000} - \mu_1 P_{100} - \mu_2 P_{010} &= 0; \\
(\lambda + \mu_1) P_{100} - \lambda P_{000} - \mu_1 P_{101} - \mu_2 P_{110} &= 0; \\
(\lambda + \mu_2) P_{010} - \lambda P_{000} - \mu_1 P_{012} - \mu_2 P_{110} &= 0; \\
(\lambda + \mu) P_{110} - \lambda P_{100} - \mu_1 P_{111} &= 0; \\
(\lambda + \mu_1) P_{112} - \lambda P_{110} - \mu_2 P_{112} &= 0; \\
(\lambda + \mu_2) P_{012} - \lambda P_{010} - \mu_1 P_{112} &= 0; \\
(\lambda + \mu) P_{113} - \lambda P_{112} - \mu_1 P_{114} &= 0; \\
\mu_1 P_{114} - \lambda P_{113} &= 0; \\
(\lambda + \mu_1) P_{010} - \mu_1 P_{110} &= 0; \\
(\lambda + \mu) P_{110} - \mu_1 P_{111} &= 0; \\
(\lambda + \mu_1) P_{112} - \mu_1 P_{112} &= 0; \\
P_{000} + P_{100} + P_{101} + P_{112} + P_{113} + P_{114} + P_{010} + P_{110} + P_{111} &= 1.
\end{align*}$$

By solving (1) equations we obtain the system state probabilities $P_{XYZ}$. This can be used to find such queuing system performance measures as:

1) Channel utilization:

$$Y_1 = 1 - P_{000}.$$  

2) Mean number of data packets in a buffer $\overline{N}_q$ :

$$\overline{N}_q = P_{101} + P_{111} + (2(P_{102} + P_{112}) + 3P_{113} + 4P_{114}).$$

3) Data packet loss probability:

$$P_l = P_{114}.$$ 

4) The average time spent by data packets in a buffer (delay) in accordance with Little’s law:

$$\overline{W} = \frac{\overline{N}_q}{\lambda (1 - P_l)} = \frac{\overline{N}_q}{\lambda (1 - P_{114})}.$$ 

5) The probability that a data packet arriving to the system must wait:

$$\Pr[W > 0] = P_{101} + P_{102} + P_{111} + P_{112} + P_{113} + P_{114}.$$ 

Continuous time and discrete state Markov process for the system processes when the main transmission channel is subject to failure and repair is shown in Fig. 3. In this case each system steady state is described by the vector of three parameters $XYZ$. Main channel state parameter $X=0$ when the main channel is free, $X=1$ when the channel is busy, and $X=x$ when the main channel has failed. Reserve channel state parameter $Y=0$ when the reserve channel is free, and $Y=1$ when the channel is occupied. System buffer state parameter $Z$ indicates the number of data packets placed in the buffer and may vary from 0 to full buffer capacity $K=4$.

When the main channel has failed all arriving packets are served by the reserve channel without considering the number of data packets placed in the buffer. Data packet transmission intensity when both channels are operating properly is $\mu=\mu_1+\mu_2$.

Using the global balance concept, we can easily write down the following equations:

$$\begin{align*}
P_{000}(\lambda + \mu) - \mu_1 P_{100} - \mu_2 P_{010} - r P_{101} &= 0; \\
P_{000}(\lambda + \mu + \gamma) - \lambda P_{000} - \mu_1 P_{101} - \mu_2 P_{110} &= 0; \\
P_{100}(\lambda + \mu + \gamma) - \lambda P_{100} - \mu_1 P_{102} - \mu_2 P_{110} &= 0; \\
P_{102}(\lambda + \mu + \gamma) - \lambda P_{102} - \mu_1 P_{112} &= 0; \\
P_{112}(\lambda + \mu + \gamma) - \lambda P_{112} - \mu_1 P_{114} - \gamma P_{113} &= 0; \\
P_{113}(\lambda + \mu + \gamma) - \lambda P_{113} - \mu_1 P_{114} - \gamma P_{112} &= 0; \\
P_{114}(\lambda + \mu + \gamma) - \lambda P_{114} - \gamma P_{113} &= 0; \\
P_{010}(\lambda + \mu) - \mu_1 P_{100} - \mu_2 P_{110} - r P_{111} &= 0; \\
P_{100}(\lambda + \mu + \gamma) - \lambda P_{000} - \mu_1 P_{101} - \mu_2 P_{110} &= 0; \\
P_{102}(\lambda + \mu + \gamma) - \lambda P_{102} - \mu_1 P_{112} - \gamma P_{113} &= 0; \\
P_{112}(\lambda + \mu + \gamma) - \lambda P_{112} - \mu_1 P_{114} - \gamma P_{113} &= 0; \\
P_{113}(\lambda + \mu + \gamma) - \lambda P_{113} - \mu_1 P_{114} - \gamma P_{112} &= 0; \\
P_{114}(\lambda + \mu + \gamma) - \lambda P_{114} - \gamma P_{113} &= 0; \\
P_{010}(\lambda + \mu) - \mu_1 P_{100} - \mu_2 P_{110} - r P_{111} &= 0; \\
P_{100}(\lambda + \mu + \gamma) - \lambda P_{000} - \mu_1 P_{101} - \mu_2 P_{110} &= 0; \\
P_{102}(\lambda + \mu + \gamma) - \lambda P_{102} - \mu_1 P_{112} - \gamma P_{113} &= 0; \\
P_{112}(\lambda + \mu + \gamma) - \lambda P_{112} - \mu_1 P_{114} - \gamma P_{113} &= 0; \\
P_{113}(\lambda + \mu + \gamma) - \lambda P_{113} - \mu_1 P_{114} - \gamma P_{112} &= 0; \\
P_{114}(\lambda + \mu + \gamma) - \lambda P_{114} - \gamma P_{113} &= 0;
\end{align*}$$

Queueing system performance measures are calculated by solving the underlying system of linear equations and some results of these performance measures are obtained:
1) Data packet loss probability in the system:
\[ P_l = P_{l1} + P_{X14}. \]  
\( (9) \)

2) Channel utilization:
\[ Y_1 = P_{01} + P_{l1} + P_{l12} + P_{l13} + P_{l14} + P_{l10} + P_{l11}. \]  
\( (10) \)

\[ Y_2 = P_{l12} + P_{l13} + P_{X14} + P_{X10} + P_{X11} + P_{X12} + P_{X13} + P_{X14}. \]  
\( (11) \)

3) Mean value of the number of data packets in the buffer:
\[ \bar{N}_q = N_{01} + P_{X11} + P_{l11} + 2(P_{l12} + P_{X12}) \]  
\[ + 3(P_{l13} + P_{X13}) + 4(P_{l14} + P_{X14}) \]  
\( (12) \)

or according to Little’s law
\[ \bar{N}_q = \lambda(1 - P_l) \bar{W}. \]  
\( (13) \)

4) Mean waiting time in the buffer for data packets:
\[ \bar{W} = \frac{N_q}{\lambda(1 - P_l) \bar{W}} = \frac{N_q}{N_q}. \]  
\( (14) \)

5) Mean number of data packets in the system:
\[ N_s = \bar{N}_q + Y_1 + Y_2. \]  
\( (15) \)

6) Main channel fault probability:
\[ P_{1f} = P_{X00} + P_{X10} + P_{X11} + P_{X12} + P_{X13} + P_{X14}. \]  
\( (16) \)

7) Mean time spent in the system by each data packet:
\[ \bar{T}_s = \bar{W} + \frac{Y_1}{(Y_1 + Y_2) \mu_1} + \frac{Y_2}{(Y_1 + Y_2) \mu_2}. \]  
\( (17) \)

or in accordance with Little’s law
\[ \bar{T}_s = \frac{\bar{N}_q}{\lambda(1 - P_l)}. \]  
\( (18) \)

8) The probability that a data packet arriving in the system must wait:
\[ P_W = P_{101} + P_{102} + P_{111} + P_{112} + P_{113} + P_{114} + P_{1X1} + P_{1X12} + P_{1X13} + P_{1X14}. \]  
\( (19) \)

The numerical evaluation of a queuing system performance measures as a function of traffic intensity using the analytical model (17, 9, 14, 10, 11, 12) is shown in Fig. 4-7. Calculation results show how \( \bar{T}_s \), \( \bar{N}_q \), \( Y_1 \), \( Y_2 \) and \( P_l \) values depend on \( \rho (\rho = \lambda / \mu) \) and how it is related to the \( \mu_1 / \mu_2 \) ratio.

Fig. 4. \( \bar{T}_s \) and \( \bar{W} \) as a function of \( \rho \), when: \( N=2, K=4, \) 
1) \( \mu_1 / \mu_2 = 1/3 \), 2) \( \mu_1 / \mu_2 = 1 \), 3) \( \mu_1 / \mu_2 = 3 \)

Fig. 5. \( Y_1 \) and \( Y_2 \) as a function of \( \rho \), when: \( N=2, K=4, \) 
1) \( \mu_1 / \mu_2 = 1/3 \), 2) \( \mu_1 / \mu_2 = 1 \), 3) \( \mu_1 / \mu_2 = 3 \)

Fig. 6. \( P_l \) as a function of \( \rho \), when: \( N=2, K=4, \) 
1) \( \mu_1 / \mu_2 = 1/3 \), 2) \( \mu_1 / \mu_2 = 1 \), 3) \( \mu_1 / \mu_2 = 3 \)

Fig. 7. \( \bar{N}_q \) as a function of \( \rho \), when: \( N=2, K=4, \) 
1) \( \mu_1 / \mu_2 = 1/3 \), 2) \( \mu_1 / \mu_2 = 1 \), 3) \( \mu_1 / \mu_2 = 3 \)

Simulation model of a \( G/G/2/(N)K \) system with buffer threshold control

It is clear from the material above, that the analytical model of \( M/M/2/(N)K \) will be very complicated for bigger \( K \) and \( N \) values. Another problem is that the given model is suitable only if data packet arrival and service processes are Poisson. Therefore, in this chapter we present the simulation model of a \( G/G/2/(N)K \) system with buffer’s threshold control, which doesn’t have these mentioned shortcomings.

The long-term reliability of the system’s channels can be described by their availability coefficients [6]:
\[ A_j = \frac{r_j}{y_j + r_j}; \]  
\( (20) \)

here \( j \) – channel number. Then the 1-st and 2-nd channel states (1 – working state, 0 – failure state) over the \( i \)-th time moment can be modeled by
\[ p_{j,i} \leftarrow \begin{cases} 1 & (a_{j,i} - A_j < 0, 1, 0), j = 1, 2; \end{cases} \]  
\[ \text{here: } \rightarrow \text{ value assignment symbol, } a(a, b, c) - \text{ conditional operator (a - condition statement, b - result if } a = \text{ TRUE, c - result if } a = \text{ FALSE), } a_{j,i} \text{ and } a_{j,2i} \text{ are random uniformly distributed values over (0, 1) interval (} a_{j,i} \sim U(0, 1), a_{j,2i} \sim U(0, 1)\).} 

The number of data packets (\( \lambda_i \)), which arrive in the system over the \( i \)-th time moment, can be constant or random.

Many mathematical calculation programs have built-in random number generation functions. For example, in MathSoft’s MathCad package the set of \( n \) random \( \lambda_i \) values (here \( i \in 1, 2, \ldots, n \)), which are Poisson distributed, can be generated by \( \text{rpois}(n, \lambda) \). It is clear, that using the programs it is very easy to model the system with desired \( \lambda, \mu_1 \) and \( \mu_2 \) distributions.

Having the sets \( \{\lambda\}, \{\mu_1\}, \{\mu_2\}, \{p_1\}, \{p_2\} \) of random \( \lambda, \mu_1, \mu_2, p_1, p_2 \) values, it is possible to continue the simulation process.

In case of a Bernoulli channel failure process, the \( \{\mu_1\} \) and \( \{\mu_2\} \) values are recalculated by

\[ \mu_{j,i} \leftarrow \mu_{j,i}, p_{j,i}, j = 1, 2. \]  
\[ \text{Therefore, if the 1-st or 2-nd channel is in a state of failure then its packet transmission intensity is equal to zero.} \]

The maximum possible number of packets which can be transmitted over the \( i \)-th time moment is given by

\[ N_{m_1} \leftarrow N_{q_1-i} + \lambda_i; \]  
\[ \text{here } N_{q_1-i} \text{ - the number of packets in the queue at the beginning of the } i \text{-th time moment (or at the end of the (i-1)-th time moment).} \]

Then the number of data packets transmitted over the 1-st channel during the \( i \)-th time moment is given by

\[ \lambda_{s_1i} \leftarrow \begin{cases} \text{if } (N_{m_1} < \mu_{1}, N_{m_1}, \mu_{1}); \end{cases} \]  
\[ \text{The number of data packets transmitted over the 2-nd channel during } i \text{-th time moment is given by } \lambda_{s_2i} \leftarrow \begin{cases} \text{if } (\mu_{1} > 0, [if (N > N_{m_1} - \lambda_{s_1i}, 0), \text{if } (N_{m_1} - \lambda_{s_1i} < \mu_{2,1}, N_{m_1} - \lambda_{s_1i}, \mu_{2}), \text{if } (N_{m_1} < \mu_{2}, N_{m_1}, \mu_{2})]; \end{cases} \]  
\[ \text{Therefore, the total number of data packets transmitted over the system during the } i \text{-th time moment is } \lambda_{s_1} \leftarrow \lambda_{s_1i} + \lambda_{s_2i}. \]

Then the number of data packets in the queue at the end of \( i \)-th time moment is

\[ N_{q_i} \leftarrow \begin{cases} N_{q_1-i} & (N_{m_1} \leq \lambda_{s_1i}, 0, \text{if } (N_{m_1} - \lambda_{s_1i} < \lambda_{s_1i}, K)). \end{cases} \]  
\[ \text{Then the number of lost data packets at the end of } i \text{-th time moment is given by } \lambda_{l_1} \leftarrow \begin{cases} (N_{m_1} - K > \lambda_{s_1i}, N_{m_1} - K - \lambda_{s_1i}, 0). \end{cases} \]  
\[ \text{The system simulation consists of the cycle of } n \text{ calculations. Therefore, it can be written by} \]

\[ X(\{\lambda\}, \{\mu_1\}, \{\mu_2\}, N_{m_1}) := \]

\[ \text{for } i = 1..n \]
\[ N_{m_1} \leftarrow N_{q_1-i} + \lambda_i; \]
\[ \lambda_{s_1i} \leftarrow \begin{cases} \text{if } (N_{m_1} < \mu_{1}, N_{m_1}, \mu_{1}); \end{cases} \]
\[ \lambda_{s_2i} \leftarrow \begin{cases} \text{if } (\mu_{1} > 0, [if (N > N_{m_1} - \lambda_{s_1i}, 0), \text{if } (N_{m_1} - \lambda_{s_1i} < \mu_{2,1}, N_{m_1} - \lambda_{s_1i}, \mu_{2}), \text{if } (N_{m_1} < \mu_{2}, N_{m_1}, \mu_{2})]); \end{cases} \]
\[ \lambda_{s_1} \leftarrow \lambda_{s_1i} + \lambda_{s_2i}; \]
\[ N_{q_1} \leftarrow \begin{cases} N_{q_1-i} & (N_{m_1} \leq \lambda_{s_1i}, 0, \text{if } (N_{m_1} - \lambda_{s_1i} < \lambda_{s_1i}, K)); \end{cases} \]
\[ \lambda_{l_1} \leftarrow \begin{cases} (N_{m_1} - K > \lambda_{s_1i}, N_{m_1} - K - \lambda_{s_1i}, K)). \]

Having the values of \( \{\lambda_{s_1}\}, \{\lambda_{s_2}\}, \{N_{q}\} \) and \( \{\lambda\} \) sets, it is possible to calculate the following parameters:

1) Probability of data packet loss in the system:

\[ P_i = \frac{\sum_{i=1}^{n} \lambda_{s_{ij}}}{n \cdot \lambda}; \]  
\[ \text{2) Channel utilization: } \]
\[ Y_j = \frac{\sum_{i=1}^{n} \lambda_{s_{ij}}}{n \cdot \mu_j}; j = 1, 2. \]  
\[ \text{3) Mean value of the number of data packets in the buffer (} N_{q} \text{) can be calculated by (13).} \]
\[ \text{4) Mean waiting time in the buffer for data packets (} W \text{) can be calculated by (14).} \]
\[ \text{5) Mean number of data packets in the system (} N_s \text{) is given by (15).} \]
\[ \text{6) Mean time spent in the system by each data packet (} T_s \text{) is given by (18).} \]

Parameter evaluation using the simulation model

In this chapter we illustrate how the proposed model could be used for practical applications. For that purpose, let’s take an example of the network connection used for VoIP transmission services (Fig. 8). Here the proposed model of buffer threshold control is implemented in the router, which is in the disposition of calls originating VoIP operator. Two internet service providers (ISP1 and ISP2) for appropriate 1-st and 2-nd channels are used to ensure the better availability and quality parameters of VoIP transmission services. The 2-nd channel is used in case of the 1-st channel’s failure, or if the number of VoIP packets in the buffer is equal to or greater than \( N \). The VoIP transmission quality parameters (such as data packet loss (\( P_i \)), delay (\( T_s \))) and the level of 1-st and 2-nd channel utilization (\( Y_1 \) and \( Y_2 \)) also depend on the selected \( N \) value. Therefore, the selection of the optimal \( N \) value and the
estimation of VoIP transmission quality parameters are very important.

Due to paper size limitations it is not possible to present the whole complex of calculations that can be made using the given model. We have already presented the methods of VoIP system reliability estimation in [6].

Therefore, to evaluate the buffer threshold control mechanism, we took the case when the channels are reliable. Let’s take the case when VoIP packet arrival and transmission processes are Poisson. Other initial parameters are given in the Table 1.

Table 1. VoIP transmission system parameters

<table>
<thead>
<tr>
<th>VoIP packet size</th>
<th>74 B (G.729 codec with 20 ms payload)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data transmission rate over ISP1 channel</td>
<td>1) 256Kb/s → μ1 = 442.8 pack./s</td>
</tr>
<tr>
<td></td>
<td>2) 512Kb/s → μ1 = 855.6 pack./s</td>
</tr>
<tr>
<td></td>
<td>3) 768Kb/s → μ1 = 1328.4 pack./s</td>
</tr>
<tr>
<td>Data transmission rate over ISP2 channel</td>
<td>1) 768Kb/s → μ2 = 1328.4 pack./s</td>
</tr>
<tr>
<td></td>
<td>2) 512Kb/s → μ2 = 855.6 pack./s</td>
</tr>
<tr>
<td></td>
<td>3) 256Kb/s → μ2 = 442.8 pack./s</td>
</tr>
<tr>
<td>Buffer size</td>
<td>4 KB → K = 55 pack.</td>
</tr>
</tbody>
</table>

In the given case, the channels are reliable. Therefore, packet losses are caused only by buffer overflow (when λ > μ1 + μ2). It is shown in Fig. 9.

Fig. 9. P1 as a function of λ (other parameters are in the Table 1)

Simulation results, which show how the \( \overline{N_q} \), \( \overline{T_s} \), \( Y_1 \) and \( Y_2 \) values depend on λ and how it is related to the selected buffer threshold values, are presented in Fig. 10-12.

It is shown in the Fig. 10 that the mean number of VoIP packets in the buffer (\( \overline{N_q} \)) is related to the selected buffer threshold (N) values: \( \overline{N_q} = N \) when \( μ_1 < λ < μ_1 + μ_2 \). It is obvious that it also affects the \( \overline{T_s} \) values (Fig. 11).

Fig. 10. \( \overline{N_q} \) as a function of λ, when: \( N^{(1)} = 10 \) pack., \( N^{(2)} = 20 \) pack., \( N^{(3)} = 30 \) pack. (other parameters are in the Table 1)

It is shown in the Fig. 11 that it is possible to determine the \( \overline{T_s} \) values by selecting the appropriate \( μ_1 \), \( μ_2 \) and \( N \) values.
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Conclusions

The system analytical models are accurate only in case of Poisson traffic and exponential data packet transmission time in channel. An exact analytical model becomes complicated when the system has an unreliable main transmission channel and size of buffer is large. More general study of system performance measures may be achieved by means of simulation.

Data packet loss probability can be substantially decreased by increasing system’s queue length, when the losses happen due to queue’s overflow. It is possible to calculate optimal queue length (K) for a given performance values.

The buffer threshold control mechanism may be applied in the practical real-time data transmission systems to ensure the non-critical packet transmission delay and to optimize the data transmission channel bandwidth usage.

By increasing the number of independent working channels for a network node it is possible to increase its availability and traffic serving possibilities. For maximum efficiency the optimal number of network channels should be selected for required (demanded) system performance values.
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Analizuojamas duomenų perdavimo tinklo mazgas, naudojantis nepatikimų pagrindinių ir rezervinių duomenų perdavimo kanalų. Eiliavimo sistemos su nepatikimu pagrindiniu kanalu ir valdomiu buferiu užpildymo slenkščiu analizinis modelis M/M/2/(N)K paremtas Markovo procesais. Sistema funkcionuoja validant buferio slenkščio lygi. Pateiktas tikslus buferinės buferio talpos funkcionavimo analizinis modelis. Švestos duomenų pakietų pradėmo tikimybės ir kitų sistemos darbą nusakančių charakteristikų tikslus matematinės įranga. Skaitiniais sistemos našumo rodikliai atspindi panaudojus duomenų perdavimo algoritmo galimybes. Keičiant sistemos buferio užpildymo slenkščio dydį, galima pasiekti kompromisą tarp duomenų pakietų perdavimo košybos ir perdavimo kanalų pradainumo. Pasížymi G/G/2/(N)K sistemos imitaciniui ir M/M/2/(N)K sistemos analitinu modeliai nesunku įvertinti tiriomąsios eiliavimo sistemos našumo rodiklius. Il. 12, bibl. 6 (anglų kalba; santraukos anglų, rusų ir lietuvių k.).
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