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Introduction

The synthesis of filters can be carried out in both the frequency and time domain. Commonly, filters are devised in radio engineering to receive signals in a certain frequency range. Therefore methods for the synthesis of filters in the amplitude-frequency plane evolved. In data transmission besides the requirements of frequency range also the requirements of phases emerged, because only the combined characteristic of a filter fully describes the filter as a linear system. Such complete characteristics are also transition processes, which are generated by standard input signals: δ- impulse or Heaviside step signal, but in the discrete data transmission the filters response to unit pulse is equally important. Their advantage is that any of them is real and sufficient to fully describe the filter as a linear system. That creates advantages for the synthesis of filters after transition processes in the time domain. That is an approximation problem in its mathematical nature. We need to know the target functions that must be approximated and the basis with which we must carry out the approximation to solve it.

Nyquist filters of the raised cosine type are common. They have several variations with certain impulse responses as target functions (response to δ-impulse), such as the one that author calls “the generalized” [1] and the traditional form that is being taught in the schools:

\[ p(t) = \sin\left(\frac{t}{T_s}\right) \cos\left(\pi \cdot \alpha \cdot \frac{t}{T_s}\right) \left(1 - 4 \cdot \alpha^2 \cdot \left(\frac{t}{T_s}\right)^2\right), \quad (1) \]

where \( \sin = \frac{\sin(\pi t/T_s)}{\pi t/T_s} \); \( T_s \) – symbol length; \( \alpha \) - a value in the interval \([0; 1]\), that describes the filters frequency range, and in the time domain - it's oscillation damping rate. The \( \alpha \)-quotientis commonly called the roll-off factor in the technical literature [2].

In the analog filter technology filters with their impulse responses equal to function (1) shouldn't be used, as it is impossible to realize the δ-impulses at the input. Approximations of δ-impulse are short pulses with great amplitude, which also cause a response from the filter that comes close to the ideal response (1). But the literature on this topic mostly deals with such filters and presents the analysis of errors, which emerge when activating these filters with short pulses [3].

Therefore it is necessary to create filters the responses of which meet the demands of (1), but are easier to activate with input pulses that are practically more easily realizable. In the frequency domain a solution has been found for rectangular input impulses the length of which (T) is equal to the length of the symbol that must be transmitted (the time limit for that). This idea is based on the series of two filters: one of them is a common Nyquist’s filter with the combined frequency response \( N_y(\omega) \), but the other is inverse (reciprocal) to the rectangular impulse spectrum. It means that we must create a filter the frequency response of that is a product of these two functions:

\[ F_{fin}(\omega) = \frac{T_p^2}{2 \sin(\frac{T_p}{2})} N_y(\omega), \quad (2) \]

where \( T_p \) is the length of the rectangular pulse. Formula (2) is the target function for the synthesis of a filter in the space with frame of references (Amplitude, frequency, phase). Such filters are already manufactured (see the oscillogram of a filter with a roll-off factor of \( \alpha = 0.5 \), that's manufactured by Linear Technology Ltd.)

Fig. 1. The pulse response of the LTC1069-7 is fully symmetrical

At the bottom of the oscillogram we can see the rectangular input impulses. The filter’s response after each input impulse begins with a negative wave. The lower the roll-off factor is, the more pre- and post-response oscillations occur and the greater is the delay between the maxims of impulse and response, and the more reactive elements are necessary in the circuit. Therefore the circuit becomes more complicated and more expensive, and the synthesis becomes more laborious. “Nuhertz Technologies L.L.C.” demonstrates a similar equivalent circuit of a filter, that let's us see the filter's complexity and the very high requirements on the accuracy (tolerance) of reactive
elements. Therefore, the circuit is difficult to implement, furthermore it has few identical elements. That causes the growth of expenses. The methods of synthesis in the frequency domain that involve delay circuits (the left side of the scheme) as well as phase driver circuits (the middle of scheme) with a bridge of circuits, which are shunted by series of circuits, lead to such results. As a result the synthesized filter is a passive one with no active elements in it.

The Characteristic Transition Processes of Filters in the Time Domain

When \( \alpha = 0 \) the formula (1) is reduced to the sinc-function.

\[
p(t) = \text{sinc} \left( \frac{t}{T_s} \right),
\]

which is the theoretical and practically unachievable limit, at which the transmission of data could be carried out in the shortest frequency range - the Nyquist range at a rate of 2 symbols per /sec/Hz.

Summing up the shifted sinc-functions

\[
H = \sum_{k=0}^{\infty} \frac{\sin(\pi (x - k))}{\pi (x - k)},
\]

we get a compact sum:

\[
H = \frac{1}{2} \sin(\pi x) \left( \Psi \left( -\frac{x}{2} \right) - \Psi \left( \frac{1}{2} - \frac{x}{2} \right) \right),
\]

where \( \Psi(x) = \text{diff}(\text{GAMMA}(x)) / \text{GAMMA}(x) \). This is the filter’ step response for \( T_p = T_s = 1 \).

The curve of this function likely that of the sinc-function in the interval \((-\infty; -1]\) is crossing the horizontal axis with a regular step = 1, but in the interval \([0; \infty)\) it crosses the horizontal line with the same step at \( y=1 \).

This shape of filter's step response crossing the axis and line (Fig. 3) prevents the interference of symbols.

The pulse response of such a filter, that is the derivation of formula (6)

\[
h(x) = \left( -\frac{1}{2} \psi \left( \frac{1}{2} - \frac{x}{2} \right) + \frac{1}{2} \psi \left( \frac{1}{2} - \frac{x}{2} \right) \right) + \frac{1}{\pi} \left( \frac{1}{4} \left( \psi \left( 1, \frac{1}{2} - \frac{x}{2} \right) - \psi \left( 1, \frac{1}{2} \right) \right) \right) - \psi \left( \frac{x}{2} \right)
\]

differs from the function (1) in it's characteristics of crossing the axis of time. But such a response to the \( \delta \)-pulse conforms with the response to the unit pulse, the width of which is equal to the length of the symbol that must be transmitted.

Fig. 4. The pulse response of Nyquist filters for \( \alpha = 0 \)

Both the response to the unit pulse and the response to the \( \delta \)-pulse cannot be realized in praxis. Both of them are damping too slowly in both directions, so we're not able to say that they have a beginning moment, where a trigger for this response could be.

Transition Process Models For Input Pulse With Finite Length In Praxis

Like in the case of the sinc-function the sum by the example (4) can be made from finite number of Nyquist functions. Since finite functions are damping rapidly there is no need to make the sum for infinite number of shifted functions.

Taking the raised cosine function with the roll-off factor = 0.5 it's enough with 10-20 values making up the
The idea of approximation of a function can be used for the synthesis of a filter. If we have picked N four-pole networks, the pulse responses of which are linearly independent, then it is possible to approximate the pulse response of the Nyquist filter \( h_N(t) \) by the pulse responses of the basic circuits \( \phi_i(t) \). The same approach can be applied to step responses or responses to a pulse with a definite shape. Basis properties determine the possible accuracy of approximation. An important prerequisite for the synthesis of filters is that the basis functions must be physically realizable via linear circuits. The responses of these circuits to the input signal will provide the necessary base for approximation. In praxis a finite (limited) number of base links is chosen from a theoretically infinite number of them, which are generated following a determined pattern. We can find the approximation as a weighted sum

\[
h_N(t) = \sum_{i=1}^{N} b_i \phi_i(t) .
\]  

(7)

A filter made by using of this principle will contain an adder and thus it will be an active filter. The advantage of an active filter is that it can be adjusted by changing the \( b \) values of the quotients that means it can be adaptive.

The weight quotients \( b_i \) must be calculated so that the approximation error could be reduced. This function (basis) can also be carried out with an adaptive algorithm. Although this operation is always possible, the accuracy of the result cannot be constantly guaranteed. The basis must conform with the approximation of the target function and the approximation itself must be with low sensitivity to tolerance of parameters components. Realizing the basic circuits, their pulse responses will be extracted by measuring. This means that each of \( \phi_i(t) \) functions must be treated as a stochastic function that equals only approximately to the response \( \phi_0(t) \). That is why the synthesized result \( h_N(t) \) will be a stochastic function too. However the error of the equation won’t be significant, if the weight quotients \( b_i \) for these real stochastic functions \( \phi(t) \) will be precisely calculated and realized. That was tested experimentally. In praxis it is neither possible to measure the \( \phi(t) \) precisely, nor to realize the weight quotients \( b_i \) as calculated. Using Pugachov's canonic expansion for stochastic functions [4] by theoretical functions, we can write that:

\[
\Phi = \Phi_0 - \Phi_1 .
\]  

(9)

where \( \Phi \) is the weight quotient's dispersion of deflection from the optimal values. It is easier to calculate the error's energy in the selected approximation interval as an universal indication, than to calculate the dispersion for each point in time

\[
E = \int_{t_0}^{t_0} D_h(x)dx = D_h \sum_{k=1}^{N} \int \left[ \phi_k (x) \right]^2 dx .
\]  

(10)

After the transformations we get (8)

\[
E = D_h \text{Trace}(\Phi) ,
\]  

(10)

where \( \Phi \) is Gram matrix with the following elements:

\[
\phi_{h,k} = \int_{0}^{t_0} \phi_h(x) \phi_k(x) dx ,
\]  

(11)

but we must keep in mind that in comparison to article [5] the matrices \( \Phi \) and \( \Phi^{-1} \) have changed roles. If the signal is constructed by summing up the orthogonally jointed functions, then the filters are synthesized by summing up the weighted basis functions, which is why in the formula (6) there is a normal matrix instead of the inverse one \( \Phi^{-1} \).
The formula (10) cannot be used for precise calculations, because it demands us to know precise basis functions, but it has some importance when we compare different bases. The trace of matrix \( \Phi \) does not depend on the synthesized function, it is determined only by the choice of basis, therefore the lesser the trace \( (\Phi) \) the better is the selected basis.

The selection of boundaries is important, on this depend the convergence of integrals and the trace of Gram matrix for the biorthogonal set of functions. The next step is the calculation of the inverse matrix \( \Psi = \Phi^{-1} \) and the respective orthogonal functions:

\[
\psi_k(t) = \sum_{i=1}^{N} \psi_{k,i} \phi_i(t),
\]

which gives the opportunity to calculate the weight quotients

\[
b_k = \frac{\int_0^{t_0} h_{Ny}(x) \psi_k(x) dx}{\int_0^{t_0} h_{Ny}(x) dx}.
\]

Trace is not a sufficient criteria, it doesn't mean that the selected family of physically realizable functions is suited for the approximation of the given Nyquist function. Besides the stochastic errors, the systematic errors as characterized by Bessel’s inequality also do exist. In the case of choice among biorthogonal functions Bessel's inequality has another variation

\[
\int_0^{t_0} h_{Ny}(t) dt \geq \sum_{m=1}^{N} a_m b_m,
\]

Where \( a_m \) and \( b_m \) are the expansion quotients by the basis and the families of functions that are biorthogonal to them. The systematic error is the difference between both sides of the inequality.

**Conclusion**

Filters created on the basis of series-connected links are similar in their qualities to digital filters, that are based on the operators of delay. The summing up of all responses with the weight quotients lets us change the quotients thus making the filter adaptive. The synthesis can be carried out using the responses of the links of the basis circuit to the standard signals: 1) Dirac’s delta impulse; 2) unit step (Heaviside function); 3) rectangular impulse with the length \( t \) the filter’s tact. The choice is determined by the trace of the Gram matrix. The lesser the trace, the lesser the sensitivity of the filter to the scattering of parameters.
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